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ABSTRACT

The appl icabi 1ity of array Processor (Ap)
technology to 2-D digital signal processing is
investigated in this paper. The AP-based imaae
processing facility at LLL is described, with-
emphasis on our appl icat ions software package
which uti 1izes the array processor.
Implementations of several key image processing
algorithms are discussed and compared with other
COnVWIt ional processors, indicating that array
processors are extremely cost-effective for
image processing applications.

INTRODUCTION

One of the most important developments in
the areas of high-speed scientific computing and
distributed processing has been the recent
intraduct ion of the array processor. An AP is
an arithmetic processor which, when connected to
a host computer, provides extremely fast
floating point computation. This is achieved
via the use of parallel, pipelined floatinq
point units and very fast registers, data
memory, and program memory.

Digital image processing is an example of
one application area particularly well-suited to
array’ processor technology. This is due not
only to the tremendous amount of numerical
computation required, but also because most of
the practical image processing algorithms are
well-suited to implementation on a vector or
Parallel Processor. In this paper we describe
our efforts in developing a general purpose
image processing faci1ity which utilizes these
capabi 1ities of the array processor.

ARRAY PROCESSOR BASED IMAGE PROCESSING FACILITY

The Lawrence Livermore Laboratory is a
national laboratory funded by the Department of
Energy. The major emphasis at LLL is on the

Work performed under the auspices of the U. S.
Department of Energy by the Lawrence L ivermare
Laboratory under contract number W-7405 -ENG-48
and supported in part hy NSF Grant ENG-78-04240.

development of alternative enerqy sources and
weapons research, altbouqh a 1arqe number of
other programs also exist. In such an apolied
physics settinq, a number of ao~l Ications $ave
arisen requirinq the processing of tWO-
dimensional imagery, or imaqe orocessinq cl].
Some of the image processing apol ications we
have recentl,v investigated include enhancement
and restoration procedures for flash x-ray
radiogra~hs, enhancement of pinhole camera
diagnostic imaqes from laser fusion experiments
and nuclear weapons tests, aerial survei 1lance
for test ban treaty verification, decoding ~f
Fresnel zone-plate coded imaqes for laser
diagnostics, ultrasonic imaqinq for hioloqical
applications, and many others.

To provide effective image orocessinq
capabilities for such a diverse set of
applications, we have developed an interactive
minicomputer/arrav processor-based imaqe
processing facility. A block diaqram of our
system is shown in Fiqure 1. Virtually all of
the numerical computations reauired hy the imaae
proct?ssinq algorithms are perfqrmed on the arrav
processor, which is a Float inq Doint Svstems
AP1?08 with 16k of 167ns data memorv (soon to he
upgraded to 64k). The minicomputer, a POP

11/70, serves primarily as a controller to drive
the image display system, initiate arrav
Drocessor activity, and convnunicate with LLL’s
large computer network (“Octopus”) consisting of
several larqe mainframe comouters.

One unique characteristic of our system as
shown in Figure 1 is the existence of a dir~ct
data path between the array processor antithe 80
meqabyte system disks. This was achieved hv
modifying both the array processor executive
software (supplied hy Floating point Svstems)
and the PDP 11/70’s ooerating system’s disk
driver software to allow for this “device to
device” transfer. Such a configuration ornvi~es
a ver significant savinqs in inout/outc@ (1/0)
+requ rements when c~ared with the more

standard configuration of Fiqure ?a. lhis

savings results for two reasons: 1) the larqer
amount of AP data memarv (vers!Is 11/711 availah~.e
buffer) reduces the number of disk accesses
required, and 7) the dual transfer of data (disk
to host, then 6ost to Ap) required hy the
configuration of Fiqure pa has been simolif+ed
to iust one data transfer (disk to ~~). Of
course, an alternate method of achievinq this
savings is to purchase dedicated disks for the
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Figure 1. LLL’s Image Processing Research Faci 1ity
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Figure 2. Typical Array Processor System
Configurations

AP, as shown in Figure 2b. By implementing our
“device to device” transfer capabi 1ity, however,
we have avoided the increased capital investment
(in the form of additional disks and an 1/0
processor for the AP) such a system would require.

As indicated above, we ape involved in a
wide variety of applications at LLL reauirinq ?-0
digital signal processing capabilities. Due
to the diversity of the appl icat ion needs, we
have developed a qeneral-ourpose software system
called “IMG” which implements a large number of
fundamental imaqe processing algorithms on our
minicomputer and array processor. While there
are too many routines to mention individual 1y,
most of the capabilities of IMG can he
categorized as follows:
1) Pointwise operators on images (includes add,

substract, multiply, divide images; clio,
exponenti ate, log, absolute value, scale,
and compute statistics on an imaq~;
histogram)

2) “Moving window” operators (inc1udes median
window filter, Wallis’ contrast stretch
algorithm [21, Lee’s contrast stretch
algorithm r31, nonrecursive filtering via
convolution, derivatives, and averaqe filter)

3) Global ooerators (includes 9-D FFY, 9-D
convolution via the FFT, aloha root,
histogram equalization)

4) Control functions (includes file name
fnanioulation, file documentation via
trailers, format conversions, imaqe
suhsamol inq, imaqe synthesis, and manv
others).

In addition, we are continuing to develoo
additional imaqe processing software rnut ines,
many of which are based on the shove fundamental
operators. Examples include some 1inear and
non? inear fiItering techniques and several imaqe
restoration algorithms, includinq Wiener
restoration, spectral equal ization, Frieden’s
iterative technique, and maximum entrooy
restoration. All of these software routines
operate on disk-based images which, with a few
exceptions such as radix-? 2-O FFT apol icat ions,
are of arbitrary dimensions.
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SOi4E IMPLEMENTATION AND AP PERFORMANCE ISSUES

A detailed discussion of th@ implementation
issues encountered (e. g. CPU vs 1/0 effects, data
memory size, algorithm vectorizability,
etc.) in 2-D signal processing with an AP is well
beyond the scope of the present paper. However,
we wi 11 attempt to demonstrate the performance
capabilities of the AP image processing package
by briefly discussing a few key algorithms below.

2-O FFT of Disk-based Xmaqes: The 2-D FFT is, of
course. one of the most imoortant alaori thins used
in image processing. It is utilized-in
performing nonrecursive linear filtering, in
several nonlinear filtering techniques, and in
image restoration, to mention a few. The
historical approach for computing 2-D FFT’s of
arrays larger than primary storage consists of
decomposing the 2-D FFT into iterated 1-D FFT’s.
The calculation proceeds as follows: first each
row in the array is transformed with the 1-0
FFT. The array is then trans~osed and the row
transform process is repreated (this computes the
column transforms of the original array). This
three-step procedure yields the transpose of the
transformed array.

A significant part of the data manipulation
required by the above procedure is a result of
the matrix transpositions. A fast matrix
transposition scheme, originally proposed by
Eklundh in [41 and further extended in [5],
provides an efficient (particularly in terms of
1/0) algorithm for transposing matrices of
dimension 2n x 2n. An analysis of CPU and
1/0 requirements for 2-O digital filtering via
the 2-O FFT with an array processor is given in
[6], where the extended Eklundh method of matrix
transposition was applied to the array processor
system configuration of Figure 2a.

Two alternative schemes for computing the
2-D FFT without a matrix transposition have been
developed in [7] and [8]. Careful examination of
those algorithms, however, shows that they
require exactly the same 1/0 procedure as
Eklundh’s matrix transposition scheme: This is a
result of the similarity between data
requirements for the matrix transposition and the
column FFT. In fact, the 2-O FFT without matrix
transposing may require S1ightly more 1/0 if the
bit-reversed ordering of the rows that naturally
results in the spatial frequency domain cannot be
tolerated.

Until recently, the 1/0 scheme used in
[4]-[5] and [7]-[8] for the implementation of 2-D
FFTs (with or without matrix transposing) was the
best avai 1able technique. A recent 1Y proPosed
“two-level” algorithm for matrix transposition,
however, offers a significantly improved 1/0
scheme. This two-level technique iS eSSential 1.Y
Ek lundh’s method with a re-ordering of the
sequence of computation, with the re-ordering
result ing in fewer single-line transputs and
hence fewer disk accesses. A detailed
description of our array processor

?

2-D FFT Contrast Stretch
(512 x 512 (512x 512 Imaqe,

real ) 2 x ?Uindow)

12? sec
POP 11/70 (83, 39) -? minutes

PDP 11/70, 18 S13C 11.0 sec
AP120Bwith (4.5, 13.5) (7.0, 4.0)
16K mem.

wi?’hl“see
E=t=

-9.3 sac
(7.0, 7.3)

5.1 sec
(3.9, l.?)

TA8LE 1. Comparative timinqs for 2 representative
imaqe processing algorithms on various
comoputer systems. Approximate timings
(-) denoted where hardware or software
was insufficient for accurate timinq.
8elow each time is qiven the (CPU, 1/0)
oortion of the total.

i~lementation of this scheme for the ?-0 FFT is
given in [91. As noted in Table 1, our 512 x
512 FFT (with 16k AP data memorv) requires only
18 seconds, provid+ng highlY interactive imaQe
processing. Upgrading to 64k of AP data memory
will significantly decrease the FFT time, to
about B seconds. The array processor
implementation therefore far excels the
minicomputer-alone implementation, and even
approaches that of the COC “7600. This is
remarkable when one cons iders that the 76fW, at
about $8 mi11 ion, costs approximately 100 times
as much as the array processor!

Contrast stretch alqor ithm: As noted shove, we
fiave implemented several “movinq window”
operators on our array Drocessor. These imaae
processing algorithms use the pixels in a 9-O
neighborhood of the current input pix~l to
calculate the current outout oixel. ~xamoles Of

such algorithms are FIR filters and the median
window filter. T,yoical window sizes ranqe from
2 x 2 to %5 x 25 or larqw, with the smallpr
windows heing of more interest for most
practical imaqe processing problems.

Wal 1is’ contrast stretching aloorithm [?7
is one particularly effective movinq-window
enhancement technique. The alqorithm is a
nonlinear, imaqe-dependent processor which
equalizes the local mean and local variance
throughout an imaqe. Our array Processor
inmlementation of this alqorithm, as shown in
Table 1, refiuires only 11 seconds for a 2 x ?

window and a 512 x 512 image. Once aqain, the
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arrayprocessor provides an interactive
capability that approaches the performance of
the far more expensive mainframe computer.

CONCLUSION

The LLL investigation into the application
of array processors for interactive imaqe
processing has been sunsnari zed. Our image
processing facility has been described, with
e~hasis on the role of the array processor. A
brief discussion of algorlthm implementations
was given, with examples illustrating that the
array processor can provide the computational
throughput required for highly interactive image
processing. For the typical image processing
algorithms discussed, the array processor was
found to deliver approximate y 50% of the
capability of a COC 7600 at about 1% of the cost.
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